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Introduction	
 
At Cisco, we believe that Artificial Intelligence (AI) can be leveraged to power an inclusive future 
for all. We also recognize that, by applying this technology we have a responsibility to mitigate 
potential harm. That is why Cisco adheres to our Responsible AI Framework, which is based on 
six principles of Transparency, Fairness, Accountability, Privacy, Security and Reliability (the 
“Framework Principles”). Cisco translates the Framework Principles into product development 
requirements, which ultimately form part of the product development lifecycle alongside our 
Security by Design, Privacy by Design, and Human Rights by Design processes.  
 
Accordingly, Webex connect features that leverage AI are built with transparency, fairness, 
accountability, privacy, security, and reliability at their core. Each feature powered by AI 
undergoes an AI Impact (AII) Assessment — a best-in-class review of how the technical 
underpinnings of the functionality measure against the Framework Principles. 
 
The text summarization feature (surfaced via the “Summarize Text” node in Webex connect flow 
builder) was built with the Framework Principles at the center of how we deliver the AI-powered 
technology. This technical note describes more information about the feature and the AI 
underpinning it. This is an optional beta feature and clients choose to get it disabled for its users 
if needed. 

Feature	Overview	
 
This node is available in the flow builder of Webex connect. As the name indicates, the 
“Summarize Text” node is useful for generating brief summaries from longer form text. The 
current version of this node is primarily geared towards contact center use cases for 
summarizing conversations between bots or agents and end consumers. Agents and/or 
supervisors can then achieve higher productivity by referring to these summaries without having 
to read through the full conversation transcripts every time. 

Model	Overview	
	
Model	Architecture	
 
Text summarization is a capability built by Webex connect by leveraging a third-party Large 
Language Model (LLM) from Microsoft’s Azure OpenAI Service. For more details on Azure Open 
AI Service and how it handles data, please review Microsoft’s transparency note available here.  
 
Text summarization currently uses the GPT-3.5 turbo model offered by Azure OpenAI Service. 
Based on our research and benchmarking exercises, we found this model to provide the best 
value for this use case in terms of cost, latency & quality. However, we are constantly evaluating 

https://www.cisco.com/c/dam/en_us/about/doing_business/trust-center/docs/cisco-responsible-artificial-intelligence-framework.pdf
https://azure.microsoft.com/en-in/products/ai-services/openai-service
https://learn.microsoft.com/en-us/legal/cognitive-services/openai/transparency-note?tabs=text


 

 

several other alternate models – both in-house as well as from 3rd parties – which we are likely 
to add as options in the product. 

 
Model	Inputs	and	Outputs	
 
Input to the model is the content that is passed to the node in the workflow along with the 
appropriate prompt and instructions. Output from the model would be a summary generated for 
the input text or a classification by the model that the input is not suitable for generating a 
summary. 
	
Usage	Guidelines	
 
Support for text summarization is currently limited to only conversational data. While a user can 
still pass other types of data, the output can be unpredictable, and we recommend that the 
usage of this node be limited to conversational data until we roll out support for other use cases 
in the future. 
 
We also recommend that the users take care of masking or removing all sensitive data (such as 
PII or PHI) in the conversation transcripts passed to this node as we do not apply any such 
filtering on the passed data. 
 
Data	Sources	for	Training	and	Evaluation	
 
For details about the data sources used by the underlying model from Microsoft’s Azure OpenAI 
Service, please review the GPT-3 Model Card published by OpenAI. 

Model	Evaluation	and	Performance	
 
At Cisco, we are constantly evaluating the models used for all our AI features to improve 
performance of any given feature. Humans with the appropriate roles and permissions are 
involved in the review, testing, and quality assurance processes and may sample the inputs to 
and outputs from these models periodically. 

Safety	and	Ethical	Considerations	
 
All our third-party vendors, including Microsoft, undergo rigorous vendor reviews, which include 
security and safety assessments. 
 
Given the non-deterministic nature of LLMs, the model we use may output toxic, harmful or 
unsafe content if such content is present in the description of the code requested by developers. 
Microsoft does provide safeguards such as content filtering which is enabled by Cisco and can 
help mitigate these issues to some extent. Microsoft also attempts to improve mathematical 

https://github.com/openai/gpt-3/blob/master/model-card.md#data
https://learn.microsoft.com/en-us/azure/ai-services/openai/concepts/content-filter


 

 

reasoning with process supervision. However, processes such as abuse monitoring, which 
require logging the data for verification by humans are turned off by Cisco. 

Fairness	
 
To understand how the model is trained for fairness, please reference Microsoft Azure OpenAI 
Transparency Note. 

Privacy	and	Security	
 
Information about how we approach processing of and security around personal data, including 
data retention periods, etc., can be found in our Privacy Data Sheets, found on the Cisco Trust 
Portal. 
 
As mentioned above, humans with the appropriate roles and permissions are involved in the 
review, testing, and quality assurance processes and may sample the inputs to and outputs 
from these models periodically. 

Updates	and	Maintenance	
 
All changes to the product are documented in the appropriate artefacts such as the release 
notes, change logs, user guides, etc. We will update this transparency note as and when a 
change is warranted due to updates to the underlying model or our data processing. 
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